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Highest voted question on Stackoverflow of all time

Why is processing 
a sorted array 
faster than 
processing an 
unsorted array?

https://stackoverflow.com/questions/11227809/why-is-processing-a-sorted-array-faster-than-processing-an-unsorted-array
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Branch prediction allows parallelization of (potentially) serial tasks

http://www.edboas.com/science/branch_prediction/index.html
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Same problem with LLMs: 
Each token depends on all previous tokens

Prefix (Input) Generated tokens
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Proposed algorithm

1. Serially generate 𝛾 tokens using cheap model Q and keep probabilities 𝑞 𝑥𝑖

2. In parallel compute 𝛾 probabilities 𝑝 𝑥𝑖  using tokens from Q as prefix

3. For each generated token

1. Keep it with probability 
𝑝

𝑞
 

2. If rejected, draw a new token and throw away all remaining completions

Algorithm

Example



6

Expected number of

generated tokens Run-time per step

Key metrics of

model Q

Accuracy of Q:

𝛼… mean acceptance 

probability

Cost of Q:

𝑐 … cost ratio of model 

Q vs. model P

𝐸 𝑛 = 1 + 𝛼 + 𝛼2 + …+ 𝛼𝛾

= 

𝑘=0

𝛾

𝛼𝑘 =
1 + 𝛼𝛾+1

1 + 𝛼

𝑇 = 𝑇𝑃(1 + 𝑐𝛾)

Optimal choice of 𝜸
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Typical acceptance rates are 50-80%
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Inference from a 11B model can be sped up 2-3x

Model sizes Q:

• T5-small: 77 mio

• T5-base: 250 mio

• T5-large: 800 mio
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But what about 
computational cost 
for the parallel Mp 
evaluations?

1. You might be willing to trade off total cost vs. 

latency

2. Inference is typically memory bound => Batch-

size 1 and batch-size 𝛾 have almost identical cost
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