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Causal Structure Learning in a Nutshell

Short talk focusing on causal discovery from observational data
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LVOI\e/EI'Sltat Questionsof Higher Levels Cannotbe Answered by Lower Levels

The Three Layer Causal Hierarchy by Pearl

Level Typical Activity Typical Questions

Whatis?

L. Association >eeing How does observing X change my beliefin Y?

Why?

3. Counterfactuals Imagining, Retrospection Was it X that caused V2
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What is Causal Inference?

Inferring the effects of any treatment, policy or intervention

“Effect of some X on someY”

Why is it when something happens, it's always you three?
Examples: Ay :gif‘
* Effect of treatmenton a disease ! "'“
* Effect of climate change policy on emissions

 Effect of social media on mental health
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LVOI\ére]I’SIta’[ Modelling Probabilitieson a DAG

Recap: Bayesian Networks

* Graphicalmodel:
One-to-one mapping between nodes i € V' of a direct acyclic graph (DAG)
G = (V,E) and random variables X; ¢y

* Local Markov Condition:
Given the parents pa of an node i € V in the DAG G, the correspondingrandom
variable X; is independent of all its non-descendentrandom variables nd.

» Bayesian Network Factorization:
Given a joint probability distribution Py and a DAG G, Py factorizes
accordingto G if:

Py = P({x;}iey) = np(xilpa(xi))

LEV

()
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LVOI\ére]I’SIta’[ Causal EdgesModel DirectandIndirectinfluences

{ianis

Causal Graphs
* Minimality assumption:
1. Local Markov condition X; L nd(X;) | pa(X;)
(implies d-separation as global Markov condition)
2. Adjacent nodesin the DAG G are dependent Xi~XjinG = X; 1 X;

(no additional independences)

 Strict causal edge assumption:
Every parentis a direct cause of allits children, i.e. the children can changein response to changesin the parents

| Stat|st|cal_ Stat|st|ca'l > Causal |
Independencies Dependencies Dependencies
Markov Causal edge
assumption assumption
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¥ Y(0) Y(1)

Functional Causal Model (FCM)

* Causal mechanism: function g; that
generates X; as the conditional distribution of X;
given all of its direct causes P(x;|pay), s.t. X; == g;(pa;, €;)

° SC M : tu ple Of Population Subpopulations Conditioning Intervening

o endogenousvariables X,
o exogeneousnoisevariables € (usuallyindependent) N ) .
o functions g, one to generate eachendogenous

variable as a function of other variables

e (Hard) intervention,do(T = t) :
replacement of the structural function g; with the assignmentT =t

P(X|T) =P(X =x|T =t) # P(X = x|do(T = t)) = P(X(0))
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LVOI\ére]I’SI’[a’[ Interventions blockany Noncausal-Associations

Causal Structure

* Before any intervention:

T = fT(X; ET)
Y = fY(X; T, EY)

P(Y,T,X) = P(Y|T, X)P(T|X)P(X)

» After the intervention

t

T :
Y=f,(X,T, ey)

P(X,Y|do(T = t)) = P(Y|T = t, X)P(X)
=+

P(X,YlT —t) = PY|T =t,X)P(T = th)P(X)

P(T =t)
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LVOI\e/%rSItat Interventions Blockany Noncausal Associations

Causal Structure
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Typical Assumptions for Causal Structure Learning

* Markov assumption:

X 1. Y|Z = X LpY|Z

X 1, Y|Z & X Lp,Y|Z @

e Faithfulness:

#0
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Typical Assumptions for Causal Structure Learning

* Markov assumption:

X 1. Y|Z = X LpY|Z

e Faithfulness:

X 1, Y|Z & X Lp,Y|Z

 Causalsufficiency:

No unobserved confounders.

O——

Projected graph

X1 £ X
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Typical Assumptions for Causal Structure Learning

* Markov assumption:

e Faithfulness:

* Causalsufficiency:

e No selection bias:

X 1. Y|Z = X LpY|Z

X 1, Y|Z & X Lp,Y|Z

No unobserved confounders.

No conditioning on unobserved colliders.

\AI_ ----- I’I

L C
Truegraph Xy L X,
Projected graph X1 £ X
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LVOI\éﬁI‘SI’[a’[ Unshielded Colliders can be Detected in Observational Datasets

Review of unshielded 3-node structures

Causaltrail M \
X 1LY
Evidential trail @‘_@‘_G) > % f Y| Z ®—@—@
Equivalent undirected
Common cause / oraph
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gezd Lniversitat Markov-Equivalent Class of Graph as Resultofindependence-
G wien based CSL

Sketch of the PC-algorithm
1) Startwith the complete undirected graph @

l
:

2) Eliminate edges between variables that
are (conditionally) independent @
3) Addarrows at

4) Propagate arrows such that no additional

v-structures are formed PCDAG:

skeleton + v-structures

True graph
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Semi-Parametric Models Further Restrictthe MEC

Known identifiable FCMs

* Linear Gaussian model with equal or known variance
(Loh & Biihlmann 2014) Y:=aX+¢e¢ with € ~N(u,o0)

* Linear non-Gaussian model (LINGAM)
(Shimizu et al.. 2006) Y:=aX+€¢ with €+ N(u o)

* Nonlinear additive noise model (ANL)
(Hover et al., 2008) Y:=g(X)+ €  where gisnonlinear

» Post-nonlinear causal model (PNL)

(Zhang & Hyvérinen, 2009) Y :=g(f(X) +€) where g isinvertible, g nonconstant and
both nonlinear
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https://jmlr.org/papers/v15/loh14a.html
https://www.jmlr.org/papers/volume7/shimizu06a/shimizu06a.pdf
https://papers.nips.cc/paper/2008/hash/f7664060cc52bc6f3d620bcedc94a4b6-Abstract.html
https://arxiv.org/abs/1205.2599

LVOI\e/ﬁrSItat Morethan30yearsof ongoingresearch

Research Areas in Causal Structure Learning

* Removing assumptions:

No assumed causal sufficiency : FCl algorithm (Spirtes et al., 2001)
No assumed acyclicity CCDalgorithm (Richardson, 1996)
Neither of both: SAT-based causal discovery (Hyttinen et. al., 2013)
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https://mitpress.mit.edu/books/causation-prediction-and-search-second-edition
https://arxiv.org/abs/1302.3599
https://arxiv.org/abs/1309.6836

LVOI\éﬁI‘SI’[a’[ Morethan30yearsofongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions

* Improving computational scaling

Limiting the number of potential parents: PNS-algorithm_(Buhlmann et al., 2014)
Omitting some Cl test: RFClI-algorithm (Colombo et al, 2012)
Consideringonly one edge change at a time: GES-algorithm (Chickering, 2002)

Continuous relaxation of the binary adjacency matrix: ~ NOTEARS-algorithm (Zheng et al., 2018)
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https://doi.org/10.1214/14-AOS1260
https://doi.org/10.1214/11-AOS940
https://jmlr.org/papers/v3/chickering02b.html
https://proceedings.neurips.cc/paper/2018/file/e347c51419ffb23ca3fd5050202f9c3d-Paper.pdf

LVOI\e/ﬁrSItat Morethan30yearsof ongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions
* Improving computational scaling

* Increasingrobustness

Additional Cl-tests Order-independentPC/FCI (Colombo & Maathuis, 2014)
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https://jmlr.org/papers/v15/colombo14a.html

LVOI\é%I‘SI’[a’[ Morethan30yearsofongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions
* Improving computational scaling
* Increasingrobustness

* Local structure learning
Markov boundary detection

Combining Markov boundaries
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LVOI\e/ﬁrSItat Morethan30yearsofongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions
* Improving computational scaling
* Increasingrobustness

 Focusingonly onlocal structures
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LVOI\é%I‘SI’[a’[ Morethan30yearsofongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions

Improving computational scaling

Increasing robustness

Focusing only on local structures

Modelling uncertainty in the prediction
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LVOI\é%I‘SI’[a’[ Morethan30yearsofongoingresearch

Research Areas in Causal Structure Learning

¢ Removing assumptions

Improving computational scaling

Increasing robustness

Focusing only on local structures

Modelling uncertainty in the prediction
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Causal Structure Learning in a Nutshell

Short talk by Simon Rittel

Data Scientist | 2earned

Causal Structure *




o wien

Causal Inference for The Brave and the True
Or the Introduction to Causal Inference



https://matheusfacure.github.io/python-causality-handbook/landing-page.html
https://www.bradyneal.com/causal-inference-course

	Folie 1: Causal Structure Learning in a Nutshell
	Folie 2: The Three Layer Causal Hierarchy by Pearl
	Folie 3: What is Causal Inference?
	Folie 4: Recap: Bayesian Networks
	Folie 5: Causal Graphs
	Folie 6: Functional Causal Model (FCM)
	Folie 7: Causal Structure
	Folie 8: Causal Structure 
	Folie 9: Typical Assumptions for Causal Structure Learning
	Folie 10: Typical Assumptions for Causal Structure Learning
	Folie 11: Typical Assumptions for Causal Structure Learning
	Folie 12: Review of unshielded 3-node structures
	Folie 13: Sketch of the PC-algorithm
	Folie 14: Known identifiable FCMs
	Folie 15: Research Areas in Causal Structure Learning 
	Folie 16: Research Areas in Causal Structure Learning 
	Folie 17: Research Areas in Causal Structure Learning 
	Folie 18: Research Areas in Causal Structure Learning 
	Folie 19: Research Areas in Causal Structure Learning 
	Folie 20: Research Areas in Causal Structure Learning 
	Folie 21: Research Areas in Causal Structure Learning 
	Folie 22: END: Causal Structure Learning in a Nutshell
	Folie 23: NEXT: Causal Inference for The Brave and the True

