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Multiple computational nodes

or
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Types

● Distributed: single node not powerful enough
● Federated: data locality!

– Cross-silo: companies collaborating
– Cross-device: edge device

● (Fully decentralized)
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Distributed (but centralized) Learning

● models too big for a single node
● SGD is difficult to parallelize
● so we use larger batch sizes
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Large batch sizes

● poor generalization
● sharper minima
● partly resolved by larger step sizes

● and many more tricks: LARS
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Federated learning

● Few papers in 2016, over 3k in 2020
● Data locality / privacy is key; stateless clients
● Bottleneck: communication

– Upload quite slow
● Applications:

– Gboard keybord, “Hey Siri”, ...
– Health record, pharmaceutical,..
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Mitigate communication bottleneck

● Communicate less frequently
● Compress information
● Use more devices
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About compression

● reduce precision: Q(uantized)SGD
● already single or half
● use just the sign: signSGD/TernGRAD
● still scales linearly in dimension
● Top-k (rank-k) compressors
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Communicating less frequently

● run multiple step on clients
● proposed in first FL papers
● problems with client drift

Images/plots taken from paper



10

About client drift

● clients converge to different 
solutions...

● Scaffold (requires stateful clients)

Images/plots taken from paper
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FL is particularly vulnerable to attacks

● Types
– evasion attacks (at inference time)
– poisoning attack (at training time)

● Byzantine client: can send arbitrary model updates
● Defenses:

– Robust aggregation (median-based, trimmed mean, …)
– Data redundancy / shuffling (not data local...)



Questions?
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