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• Use transformers
◦ Decoder-only models (Only look at text to the left)
◦ Encoder-Decoder models, e.g. translation: Encoder sees all text (german), Decoder sees german 

and translated text to left

• Language Modelling (LM):  P(X_n | X_1, …, X_{n-1})

• Build “world model” which does not need special training for new tasks

• Zero/Few-Shot / “in-context” learning: Provide task description and zero or few examples for each 
prediction, but don’t train for anything specifically
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Ideas behind big LM’s 
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Scaling Instruction-Finetuned Language Models
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Instruction finetuning and CoT
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Self-consistency
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Diversify tasks
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-> Numbers in the paper



• U-Palm: https://arxiv.org/pdf/2210.11399.pdf

• Emergent Abilities: “Things which start working with larger models”
◦ https://arxiv.org/abs/2206.07682

• Inverse Scaling: “Things that stop working with larger models”
◦ https://github.com/inverse-scaling/prize
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