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Ideas behind big LM’s

* Use transformers
o Decoder-only models (Only look at text to the left)

o Encoder-Decoder models, e.g. translation: Encoder sees all text (german), Decoder sees german
and translated text to left

* Language Modelling (LM): P(X_n | X_1, ..., X_{n-1})
* Build “world model” which does not need special training for new tasks

* Zero/Few-Shot / “in-context” learning: Provide task description and zero or few examples for each
prediction, but don’t train for anything specifically
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Scaling Instruction-Finetuned Language Models

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints," which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.
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Instruction finetuning and CoT

Instruction finetuning

Please answer the following question.

What is the boiling point of Nitrogen?
\

Chain-of-thought finetuning

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -

used 20 for lunch and bought 6 more,
how many apples do they have?

N

Language

20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

model

Multi-task instruction finetuning (1.8K tasks)
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Inference: generalization to unseen tasks

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.
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Self-consistency

Chain-of-thought
prompting

Language
model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

The answer is $14.

Self-consistency Sample a diverse set of Marginalize out reasoning paths
reasoning paths % to aggregate final answers
e o e o — |
/Q: If there are 3 cars in the parking \ She has 16 - 3 - 4 = 9 eggs \
lot and 2 more cars arrive, how many left. So she makes $2* 9= | The answer is $18.
cars are in the parking lot? $18 per day. | ) \
A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are T mers s g s dhe \
3 + 2 =>5cars. The answer is 5. remainder for $2 * (16 -4 - 3)I The answer is $26- V
P = $26 per day.
Q: Janet's ducks lay 16 eggs per day. Language $ .
She eats three for breakfast every 9 d Ig ! o The answer is $18.
morning and bakes muffins for her moae She eats 3 for breakfast, so | )
friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |
she has 9 eggs * $2=$18. |

\x J

Figure 1: The self-consistency method contains three steps: (1) prompt a language model using
chain-of-thought (CoT) prompting; (2) replace the “greedy decode” in CoT prompting by sampling
from the language model’s decoder to generate a diverse set of reasoning paths; and (3) marginalize

out the reasoning paths and aggregate by choosing the most consistent answer in the final answer set.
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Without chain-of-thought With chain-of-thought
e D A R
" Answer the following Answer the following yes/no question A haiku is a japanese
Instruction yes/no question. by reasoning step-by-step. three-line poem.
without . yes That is short enough
exemplars SRR e 2 Can you write a whole Haiku in a to fit in 280
Haiku in a single tweet? single tweet? characters. The

answer is yes.
o

/L
w
Y,

Q: Answer the following
yes/no question.

Could a dandelion suffer
Instruction from hepatitis?

with exemplars | A-n°

Q: Answer the following yes/no question by
reasoning step-by-step.

Could a dandelion suffer from hepatitis? r——
A: Hepatitis only affects organisms with livers. . ha'ku. > dispanese
Dandelions don’t have a liver. The answer is no. three-line poem.

es .
Q: Answer the following Y That is short enough

: Q: Answer the following yes/no question by to fit in 280
yes/no question. .
; . reasoning step-by-step. characters. The
Can you write a whole Haiku . e ; :
; { Can you write a whole Haiku in a single tweet? answer is yes.
in a single tweet? A
A: ’
. AN J

Figure 3: Combinations of finetuning data formats in this work. We finetune with and without exemplars,
and also with and without chain-of-thought. In addition, we have some data formats without instructions
but with few-shot exemplars only, like in Min et al. (2022) (not shown in the figure). Note that only nine
chain-of-thought (CoT’) datasets use the CoI formats.
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Diversify tasks

Finetuning tasks

4 TO-SF

Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text

55 Datasets, 14 Categories,

k 193 Tasks

~

/

4 Muffin

Natural language inference
Code instruction gen.
Program synthesis

Dialog context generation

Closed-book QA
Conversational QA
Code repair

K 69 Datasets, 27 Categories, 80 Tasks

CoT (Reasoning)

Arithmetic reasoning Explanation generation
Commonsense Reasoning Sentence composition
Implicit reasoning

\ 9 Datasets, 1 Category, 9 Tasks

AN

AN

/ Natural )

Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution

Text categorization

372 Datasets, 108 Categories,
1554 Tasks /

% A Dataset is an original data source (e.g. SQUAD).

% A Task Category is unique task setup (e.g. the SQUAD dataset is configurable for multiple task categories such as
extractive question answering, query generation, and context generation).
% ATask is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g.
query generation on the SQUAD dataset.)

Held-out tasks
MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate P . hool
College medicine Philosophy Tracking shuffled objects =~ Word sorting Information Grade schoo
Professional law Dyck languages seeking QA math problems
57 tasks 27 tasks 8 languages 10 languages

Figure 2: Our finetuning data comprises 473 datasets, 146 task categories, and 1,836 total tasks. Details for
the tasks used in this paper is given in Appendix F.
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-> Numbers in the paper
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Related

» U-Palm: https://arxiv.org/pdf/2210.11399.pdf

» Emergent Abilities: “Things which start working with larger models”
o hittps://arxiv.org/abs/2206.07682

* Inverse Scaling: “Things that stop working with larger models”
o hitps://github.com/inverse-scaling/prize
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