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Why flatness?

●description length

●Free Gibbs energy

●Bayesian learning

●Intuition (r.h.s.)
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Extensive empirical evaluation
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The motivation

●PAC-Bayes (Probably Approximately Correct  ‘84)

●Minimize the r.h.s. instead:
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The algorithm
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In implementation: mSAM
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Better understanding



9



10

Related literature: A concurrent work
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The prequel

●Basically SAM for adversarial 
training

●Predates all other papers
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Generalization
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SAM

●Improve generalization via flatness

●Easy to implement, only 1.5x slower

●Many approximations / engineering

●Little understanding

●Useful in (semi)-supervised / adversarial learning, noisy labels, ...
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Questions?
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Bonus


	Slide 1: Sharpness aware minimization
	Slide 2
	Slide 3: Why flatness?
	Slide 4: Extensive empirical evaluation
	Slide 5: The motivation
	Slide 6: The algorithm
	Slide 7: In implementation: mSAM
	Slide 8: Better understanding
	Slide 9
	Slide 10: Related literature: A concurrent work
	Slide 11: The prequel
	Slide 12: Generalization
	Slide 13: SAM
	Slide 14: Questions?
	Slide 15: Bonus

